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(57) ABSTRACT 

A system for determining range and lateral position of a 
vehicle is provided. The system includes a camera and a 
processor. The camera is con?gured to vieW a region of inter 
est including the vehicle and generate an electrical image of 
the region. The processor is in electrical communication With 
the camera to receive the electrical image. The processor 
analyZes the image by identifying a series of WindoWs Within 
the image each WindoW corresponds to features of the vehicle 
at a different target range. For example, from the perspective 
of the camera the vehicle Will appear larger When it is closer 
to the camera than if it is further aWay from the camera. 
Accordingly, each WindoW is siZed proportional to the vehicle 
as it Would appear at each target range. The processor evalu 
ates characteristics in the electrical image Within each Win 
doW to identify the vehicle. A score is determined indicating 
the likelihood that certain characteristics of the electrical 
image actually correspond to the vehicle and also that the 
vehicle is at target range for that WindoW. 

44 Claims, 4 Drawing Sheets 
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SINGLE CAMERA SYSTEM AND METHOD 
FOR RANGE AND LATERAL POSITION 
MEASUREMENT OF A PRECEDING 

VEHICLE 

BACKGROUND 

1. Field of the Invention 
The present invention generally relates to a system and 

method for range and lateral position measurement of a pre 
ceding vehicle. 

2. Description of Related Art 
Radar and stereo camera systems for adaptive cruise con 

trol (ACC), have been already introduced into the market. 
Recently, radar has been applied to for pre-crash safety sys 
tems and collision avoidance. Typically, the range and lateral 
position measurement of a preceding vehicle is accomplished 
utiliZing radar and/ or stereo camera systems. Radar systems 
can provide a very accurate range. HoWever, millimeter Wave 
type radar systems such as 77 GhZ systems are typically quite 
expensive. Laser radar is loW cost but is not effective in 
adverse Weather. Further, radar generally is not Well suited to 
identify the object and give an accurate lateral position. 

Stereo cameras can determine the range and identity of an 
object. HoWever, these systems do not perform Well in 
adverse Weather and are typically dif?cult to manufacture due 
to the accurate alignment required betWeen the tWo stereo 
cameras and requires tWo image processors. 

In vieW of the above, it can be seen that conventional ACC 
systems typically do not have a high cost-performance ratio 
even though they may perform to the desired functional 
requirements. Further, it is apparent that there exists a need 
for an improved system and method for measuring the range 
and lateral position of the preceding vehicle. 

SUMMARY 

In satisfying the above need, as Well as overcoming the 
enumerated drawbacks and other limitations of the related art, 
the present invention provides a system for determining range 
and lateral position of a vehicle. The primary components of 
the system include a single camera and a processor. The 
camera is con?gured to vieW a region of interest containing a 
preceding vehicle and generate an electrical image of the 
region. The processor is in electrical communication With the 
camera to receive the electrical image. To analyZe the elec 
trical image, the processor identi?es a series of WindoWs 
Within the image, each WindoW corresponding to a ?xed 
physical siZe at a different target range. For example, from the 
perspective of the camera the vehicle Will appear larger When 
it is closer to the camera than if it is further aWay from the 
camera. Accordingly, each WindoW is siZed proportionally in 
the image as it Would appear to the camera at each target 
range. The processor evaluates characteristics of the electrical 
image Within each WindoW to identify the vehicle. For 
example, the siZe of the vehicle is compared to the siZe of the 
WindoW to create a siZe ratio.A score is determined indicating 
the likelihood that certain characteristics of the electrical 
image actually correspond to the vehicle and also that the 
vehicle is at the target range for that WindoW. 

In another aspect of the present invention, the characteris 
tics of electrical image evaluated by the processor include the 
Width and height of edge segments in the image, as Well as, the 
height, Width, and location of objects constructed from mul 
tiple edge segments. The position of the WindoW in the elec 
trical image is calculated based on the aZimuth angle and the 
elevation angle of the camera. 
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2 
In yet another aspect of the present invention, a method is 

provided for identifying the vehicle Within the electrical 
image and determining the vehicle range. To simplify the 
image, an edge enhanced algorithm is applied to the image. 
Only characteristics of the electrical image Within a particular 
WindoW are evaluated. The edge enhanced image is binariZed 
and segmented. The segments are evaluated and objects are 
constructed from multiple segments. A score is determined 
for each object based on criteria, such as, the object Width, 
object height position, object height, and segment Width. 
Based on the score of the object, the range of the object is 
estimated on the basis of the target range of the WindoW. 

Further objects, features and advantages of this invention 
Will become readily apparent to persons skilled in the art after 
a revieW of the folloWing description, With reference to the 
draWings and claims that are appended to and form a part of 
this speci?cation. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a side vieW of a system for range and lateral 
position measurement of a preceding vehicle, embodying the 
principles of the present invention; 

FIG. 2 is a vieW of an electronic image from the perspective 
ofthe camera in FIG. 1; 

FIG. 3 is a side vieW of the system illustrating the calcula 
tion of the upper and loWer edge of the WindoWs in accor 
dance With the present invention; 

FIG. 4 is a top vieW of the system illustrating the calcula 
tion of the left and right edge of the WindoWs, in accordance 
With the present invention; 

FIG. 5A is a vieW of the electronic image, With only the 
image information in the ?rst WindoW extracted; 

FIG. 5B is a vieW of the electronic image, With only the 
image information in the second WindoW extracted; 

FIG. 5C is a vieW of the electronic image, With only the 
image information in the third WindoW extracted; 

FIG. 6 is a vieW of an electronic image generated by the 
camera prior to processing; 

FIG. 7 is a vieW of the electronic image after a vertical edge 
enhancement algorithm has been applied to the electronic 
image; 

FIG. 8 is a vieW of the electronic image including segments 
that are extracted from the edge enhanced image; and 

FIG. 9 is a vieW of the electronic image including objects 
constructed from the segments illustrated in FIG. 8. 

DETAILED DESCRIPTION 

Referring noW to FIG. 1, a system embodying the prin 
ciples of the present invention is illustrated therein and des 
ignated at 10. As its primary components, the system 10 
includes a camera 12 and a processor 14. The camera 12 is 
located in the rearvieW mirror to collect an optical image of a 
region of interest 16 including a vehicle 18. The optical image 
received by the camera 12, is converted to an electrical image 
that is provided to the processor 14. To ?lter out unWanted 
distractions in the electronic image and aid in determining the 
range of the vehicle 18, the processor 14 calculates the posi 
tion of multiple WindoWs 20, 22, 24 Within the region of 
interest 16. The WindoWs 20, 22, 24 are located at varying 
target ranges from the camera 12. The siZe of the WindoWs 20, 
22, 24 are a predetermined physical siZe (about 4><2 m as 
shoWn) and may correspond to the siZe of a typical vehicle. To 
provide increased resolution the WindoWs 20, 22, 24 are 
spaced closer together and the number of WindoWs is 
increased. Although the system 10, as shoWn, is con?gured to 
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track a vehicle 18 preceding the system 10, it is fully contem 
plated that the camera 12 could be directed to the side or rear 
the system 10 to track a vehicle 18 that may be approaching 
from other directions. 
NoW referring to FIG. 2, an electronic image of the region 

of interest 16 as vieWed by the camera 12 is provided. The 
WindoWs 20, 22, 24 are projected into their corresponding 
siZe and location according to the perspective of the camera 
12. The vehicle 18 is located betWeen WindoWs 22 and 24, 
accordingly, the siZe of the vehicle 18 corresponds much 
more closely to the height and Width of WindoWs 22 and 24 
than WindoW 20.As canbe seen from FIG. 1, although the siZe 
and Width of the WindoWs are physically constant at each 
target range, the WindoW siZes appear to vary from the per 
spective of the camera 12. Similarly, the height and Width of 
the preceding vehicle 18 Will appear to vary at each target 
range. The perspective of the camera 12 Will affect the appar 
ent siZe and location of the preceding vehicle 18 Within the 
electrical image based on the elevation angle and the aZimuth 
angle of the camera 12. The processor 14 can use the location 
and siZe of each of the WindoWs 20, 22, 24 to evaluate char 
acteristics of the electrical image and determine a score indi 
cating the probability the vehicle 18 is at the target range 
associated With a particular WindoW. 
NoW referring to FIG. 3, a side vieW of the system 10 is 

provided illustrating the use of the elevation angle in calcu 
lating the height and position of the WindoW 20 Within the 
electrical image. The elevation angle is the angle betWeen the 
optical axis of the camera 12 and the surface of the road. The 
loWer edge of WindoW 20 is calculated based on Equation (1). 

(91:0 tan(—hc/rl) (1) 

Where hc is the height of the camera 12 from the road surface, 
r1 is the horizontal range of WindoW 20 from the camera 12, 
and the module is [0, 275]. 

Similarly, the upper edge of the ?rst WindoW is calculated 
based on Equation (2). 

®lh:a tan((hW—hc)/rl) (2) 

Where hW is the height of the WindoW, hc is the height of the 
camera 12 from the road surface, r1 is the range of WindoW 20 
from the camera 12, and the module is [0, 2st]. The difference, 
AG) 1:6) 1 —@ 1h, corresponds to the height of the WindoW in the 
electronic image. 
NoW referring to FIG. 4, the horiZontal position of the 

WindoW in a picture corresponds to the aZimuth angle. The 
aZimuth angle is the angle across the Width of the preceding 
vehicle from the perspective of the camera 12. The right edge 
of the range WindoW 20 is calculated according to Equation 
(3) 

Similarly, the left edge of the range WindoW 20 is calcu 
lated according to Equation (4). 

<I>lh:a t3.11(WldLl1iW/Vl )+(n/2) (4) 

Where WindoW W is the distance from the center of the Win 
doW 20 to the horizontal edges, r1 is the horiZontal range of 
the WindoW 20 from the camera 12, and the module is [0, 2st]. 

The WindoW positions for the additional WindoWs 22, 24 
are calculated according to Equations (l)-(4), substituting 
their respective target ranges for r1. 
NoW referring to FIG. 5A, the electronic image is shoWn 

relative to WindoW 20. Notice the Width of the object 26 is 
about 30% of the Width of the WindoW 20. If the WindoW 
Width is set at a Width of 4 m, about tWice the expected Width 
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4 
of the vehicle 18, the estimated Width of the object 26 at a 
distance of r1 Would equal 4><0.3:l .2 m. Therefore, the like 
lihood that the object 26 is the vehicle 18 at range r1 is loW. In 
addition, the processor 14 evaluates vertical offset and object 
height criteria. For example, the distance of the object 26 
from the bottom of the processing WindoW 20 is used in 
determining likelihood that the object 26 is at the target range. 
Assuming a ?at road, if the object 26 Were at the range r1, the 
loWest feature of the object 26 Would appear at the bottom of 
the WindoW 20 corresponding to being in contact With the 
road at the target range. HoWever, the object 26 in FIG. 5A, 
appears to ?oat above the road, thereby decreasing the like 
lihood it is located at the target range. Further, the extracted 
object 26 should have a height of 0.5 m or 1.2 m. The proces 
sor 14 Will detect an object height of 0.5 m if only the bottom 
portion of the vehicle 18 is detected or 1.2 m if the full height 
of the vehicle 18 is detected. The closer the height of the 
object 26 is to the expected height the more probable the 
object 26 is the vehicle 18 and the more probable it is located 
at the target range r1. The vertical offset, described above, 
may also affect the height of the object 26, as the top of the 
object, in FIG. 5A, is chopped off by the edge of the WindoW 
20. Therefore, the object 26 appears shorter than expected, 
again loWering the likelihood the object is the vehicle 18 at the 
range r1. 
NoW referring to FIG. 5B, the electronic image is shoWn 

relative to WindoW 22. The Width of the object 27 is about 
45% of the WindoW 22. Therefore, the estimated Width of the 
object 27 at range r2 is equal to 4><0.45—1.8 m much closer to 
the expected siZe of the vehicle 18. In this image, the object 27 
is only slightly offset from the bottom of the WindoW 22, and 
the entire height of the object 27 is still included in the 
WindoW 22. 
NoW referring to FIG. 5C, the electronic image is shoWn 

relative to WindoW 24. The Width of the object 28 is about 
80% of the Width of the WindoW 24. Accordingly, the esti 
mated Width of the object 28 at range r3 is equal to 
4><0.08:3.2 m. Therefore, the object Width is signi?cantly 
larger than the expected Width of vehicle 18, usually about 
1.75 m. Based on the object Width, the processor 14 can make 
a determination that object 27 most probably corresponds to 
vehicle 18 and r2 is the most probable range. The range 
accuracy of the system 10 can be increased by using a ?ner 
pitch of target range for each WindoW. Using a ?ner pitch 
betWeen WindoWs is especially useful as the vehicle 18 is 
closer to the camera 12, due to the increased risk of collision. 
Alternatively, interpolation may also be used to calculate a 
position betWeen WindoWs by identifying tWo most probable 
objects in successive WindoWs, using the above mentioned 
criteria, and calculating a distance base on a Weighting of 
each score and the corresponding target ranges. 
NoW referring to FIG. 6, a typical electronic image as seen 

by the camera 12 is provided and Will be used to further 
describe the method implemented by the processor 14 to 
determine the range and lateral position of the vehicle 18. The 
electronic image includes additional features that could be 
confusing for the processor 14 such as the lane markings 30, 
an additional car 32, and a motorcycle 34. 

FIG. 7 shoWs a vertically edge enhanced image. The elec 
tronic image is comprised of horiZontal roWs and vertical 
columns of picture elements (pixels). Each pixel contains a 
value corresponding to the brightness of the image at that roW 
and column location. A typical edge enhancement algorithm 
includes calculating the derivative of the brightness across the 
horiZontal roWs or vertical columns of the image. HoWever, 
many other edge enhancement techniques are contemplated 
and may be readily used. In addition, the position and siZe of 
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the WindoW 36 is calculated for a given target range. Edge 
information located outside the WindoW 36 is ignored. In this 
instance, much of the edge enhanced information from the car 
38 and the motorcycle 40 can be eliminated. 
NoW referring to FIG. 8, the edge enhanced image is then 

binariZed, meaning each of the pixels are set to a 1 or 0 value. 
A typical method for binariZing the image includes taking the 
absolute value of each pixel value and applying a threshold 
value, Where if the brightness of the pixel value is above the 
threshold value, the pixel value is set to 1 . Otherwise, the pixel 
value is set to 0. Although, the above described method is fast 
and simple, other more complicated thresholding methods 
may be used including local area thresholding or other com 
monly used approaches. Next, the pixels are grouped based 
on their relative position to other pixels having the same 
value. Grouping of these pixels is called segmentation and 
each of the groups is referred to as a segment. Height, Width 
and position information is stored for each segment. 

Relating these segments back to the original image, Seg 
ment 42 represents the lane marking on the road. Segment 44 
represents the upper portion of the left side of the vehicle. 
Segment 46 represents the loWer left side of the vehicle. 
Segment 48 represents the left tire of the vehicle. Segment 50 
represents the upper right side of the vehicle. Segment 52 
represents the loWer right side of the vehicle While segment 54 
represents the right tire. 
NoW referring to FIG. 9, objects may be constructed from 

tWo segments. Segment 42 and segment 44 are combined to 
construct object 56. Segment 42 and segment 46 are com 
bined to construct object 58. In segment 46 and segment 52 
are combined to construct object 60. Each of the objects are 
then scored based on the Width of the object, the height of the 
object, the position of the object relative to the bottom edge of 
the WindoW, the segment Width, and the segment height. The 
above process is repeated for multiple WindoWs With different 
target ranges. The object With the best score is compared With 
a minimum score threshold. If the best score is higher than the 
minimum score threshold the characteristics of the object are 
used to determine the object’s range and lateral position. 
As a person skilled in the art Will readily appreciate, the 

above description is meant as an illustration of implementa 
tion of the principles this invention. This description is not 
intended to limit the scope or application of this invention in 
that the invention is susceptible to modi?cation, variation and 
change, Without departing from spirit of this invention, as 
de?ned in the folloWing claims. 

I claim: 
1. A system for determining range of a vehicle, the system 

comprising: 
a camera con?gured to vieW a region of interest including 

the vehicle and generate an electrical image of the 
region; 

a processor in electrical communication With the camera to 
receive the electrical image, Wherein the processor is 
con?gured to identify a plurality of WindoWs Within the 
electrical image, each WindoW of the plurality of Win 
doWs corresponding to a predetermined physical siZe at 
a target range from the camera, the processor being 
further con?gured to evaluate characteristics of the elec 
trical image in relation to each WindoW to identify the 
vehicle; 

Wherein the processor is con?gured to determine a score 
indicating likelihood the vehicle is at the target range; 
and 

Wherein the processor is con?gured to determine the score 
based on a siZe ratio betWeen each WindoW and the 
characteristics of the electrical image. 
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6 
2. The system according to claim 1, Wherein the predeter 

mined physical siZe is based on vehicle characteristics. 
3. The system according to claim 2, Wherein the vehicle 

characteristics include a Width of the vehicle. 
4. The system according to claim 2, Wherein the vehicle 

characteristics include a height of the vehicle. 
5. The system according to claim 1, Wherein the character 

istics of the electrical image include edge segments Within the 
electrical image. 

6. The system according to claim 5, Wherein the edge 
segments are vertical edge segments. 

7. The system according to claim 5, Wherein the character 
istics of the electrical image include a height of the edge 
segments. 

8. The system according to claim 5, Wherein the character 
istics of the electrical image include a Width of the edge 
segments. 

9. The system according to claim 5, Wherein the character 
istics of the electrical image include objects constructed from 
the edge segments. 

10. The system according to claim 9, Wherein the charac 
teristics of the electrical image include a height of the objects. 

11. The system according to claim 9, Wherein the charac 
teristics of the electrical image include a Width of the objects. 

12. The system according to claim 1, Wherein a position of 
each WindoW is determined based on the target range. 

13. The system according to claim 1, Wherein the WindoW 
position is determined based on an elevation angle of the 
camera. 

14. The system according to claim 13, Wherein the loWer 
edge of each WindoW is calculated based on the relationship 
(9 l:atan(-hc/r1) Where hc is the height of the camera from the 
road surface, r1 is the range of WindoW from the camera, and 
the module is [0, 2st]. 

15. The system according to claim 13, Wherein the upper 
edge of each WindoW is calculated based on the relationship 
6) lh:2lI2lI1((hW-hC)/I‘1) Where hW is a WindoW height, hc is the 
height of the camera from the road surface, r1 is the range of 
WindoW from the camera, and the module is [0, 2st]. 

16. The system according to claim 1, Wherein the position 
of each WindoW is determined based on an aZimuth angle of 
the camera. 

17. The system according to claim 16, Wherein the right 
edge of each WindoW is calculated based on the relationship 
®l:atan(-Width_W/r1)+rc/2 Where WindoW W is the distance 
from the center of the WindoW to the horizontal edges, r1 is the 
horiZontal range of the WindoW from the camera, and the 
module is [0, 2st]. 

18. The system according to claim 16, Wherein the left edge 
of each WindoW is calculated based on the relationship 
q)lh:atan(Width_W/r1)+J'c/2Where WindoW W is the distance 
from the center of the WindoW to the horizontal edges, r1 is the 
horiZontal range of the WindoW from the camera, and the 
module is [0, 2st]. 

19. A method for determining range of a vehicle the 
method comprising: 

using one or more processor to receive an optical image of 
a region of interest onto a camera; generating an electri 
cal image based on the optical image; identifying a plu 
rality of WindoWs Within the electrical image, each Win 
doW corresponding to a predetermined physical siZe at a 
target range from the camera; and 

evaluating characteristics of the electrical image Within 
each WindoW to identify the vehicle; 

determining a score indicating likelihood the vehicle is at 
the target range based on a siZe ratio betWeen each 
WindoW and the characteristics of the electrical image. 
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20. The method according to claim 19, wherein the prede 
termined physical siZe is based on vehicle characteristics. 

21. The method according to claim 20, Wherein the vehicle 
characteristics include a Width of the vehicle. 

22. The method according to claim 20, Wherein the vehicle 
characteristics include a height of the vehicle. 

23. The method according to claim 19, Wherein the char 
acteristics of the electrical image include edge segments 
Within the electrical image. 

24. The method according to claim 23, Wherein the edge 
segments are vertical edge segments. 

25. The method according to claim 23, Wherein the char 
acteristics of the electrical image include a height of the edge 
segments. 

26. The method according to claim 23, Wherein the char 
acteristics of the electrical image include a Width of the edge 
segments. 

27. The method according to claim 23, Wherein the char 
acteristics of the electrical image include objects constructed 
from the edge segments. 

28. The method according to claim 27, Wherein the char 
acteristics of the electrical image include a height of the 
objects. 

29. The method according to claim 27, Wherein the char 
acteristics of the electrical image include a Width of the 
objects. 

30. The method according to claim 19, Wherein a position 
of each WindoW is determined based on the target range. 

31. The method according to claim 19, Wherein the WindoW 
position is determined based on an elevation angle of the 
camera. 

32. The method according to claim 31 Wherein the loWer 
edge of each WindoW is calculated based on the relationship 
6) l:atan(-hc/r1) Where hc is the height of the camera from the 
road surface, r1 is the range of WindoW from the camera, and 
the module is [0, 2st]. 

33. The method according to claim 31, Wherein the upper 
edge of each WindoW is calculated based on the relationship 
6) lh:2lI2lI1((hW-hC)/I‘1) Where hW is a WindoW height, hc is the 
height of the camera from the road surface, r1 is the range of 
WindoW from the camera, and the module is [0, 2st]. 
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34. The method according to claim 19, Wherein the position 

of each WindoW is determined based on an aZimuth angle of 
the camera. 

35. The method according to claim 34, Wherein the right 
edge of each WindoW is calculated based on the relationship 
(D1:atan(-Width_W/r1)+J1:/2Where WindoW W is the distance 
from the center of the WindoW to the horiZontal edges, r1 is the 
horiZontal range of the WindoW from the camera, and the 
module is [0, 2st]. 

36. The method according to claim 34, Wherein the left 
edge of each WindoW is calculated based on the relationship 
(D1 h:atan(Width_W/r1)+J'c/2Where WindoW W is the distance 
from the center of the WindoW to the horiZontal edges, r1 is the 
horiZontal range of the WindoW from the camera, and the 
module is [0, 2st]. 

37. The method according to claim 19, Wherein evaluating 
characteristics of the electrical image includes performing an 
edge enhancement algorithm to the electrical image. 

38. The method according to claim 37, Wherein the edge 
enhancement algorithm is a vertical edge enhancement algo 
rithm. 

39. The method according to claim 37, Wherein evaluating 
characteristics of the electrical image includes extracting 
only the electrical image Within the WindoW. 

40. The method according to claim 37, Wherein evaluating 
characteristics of the electrical image includes binariZing the 
electrical image utiliZing a threshold. 

41. The method according to claim 37, Wherein evaluating 
characteristics of the electrical image includes identifying 
segments from the binariZed image. 

42. The method according to claim 41, Wherein evaluating 
characteristics of the electrical image includes constructing 
objects from the segments. 

43. The method according to claim 42, Wherein evaluating 
the electrical image, includes determining a score for each 
object based on the object Width, object height position, 
object height, and segment Width. 

44. The method according to claim 43, Wherein evaluating 
characteristics of the electrical image, further includes deter 
mining a range of the object that is based on the score of the 
object. 
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